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Abstract—Though representing a promising approach for personalization, targeting, and recommendation, aggregation of user
profiles from multiple social networks will inevitably incur a serious privacy leakage issue. In this paper, we propose a Novel
Heterogeneous De-anonymization Scheme (NHDS) aiming at de-anonymizing heterogeneous social networks. NHDS firstly leverages
the network graph structure to significantly reduce the size of candidate set, then exploits user profile information to identify the correct
mapping users with a high confidence. Performance evaluation on real-world social network datasets shows that NHDS significantly
outperforms the prior schemes. Finally, we perform an empirical study on privacy leakage arising from cross-network aggregation
based on four real-world social network datasets. Our findings show that 39.9% more information is disclosed through
de-anonymization and the de-anonymized ratio is 84%. The detailed privacy leakage of user demographics and interests is also
examined, which demonstrates the practicality of the identified privacy leakage issue.

Index Terms—Data privacy, Social networks security, De-anonymization, Heterogeneous social networks.
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1 INTRODUCTION

Social networks (online social networks, mobile social net-
works, vehicular social networks, etc.), or social media, have been
extremely popular in current days. The latest statistics show that
the number of active traditional social media users has exceeded
2.7 billion [1]. Along with overwhelming popularity of social
networks, people enjoy abundant functionalities and services of
a variety of social networks, including sharing status updates,
posting photos, communicating with others, and making friends.

Due to the different functionalities of different social networks,
a user tends to sign in multiple social networks for different
purposes. According to the report conducted by Pew Research
Center in 2015, 52% of online adults use two or more social media
sites such as Facebook, Twitter, MySpace, or LinkedIn [2]. Aggre-
gating user profiles from different social networks reveals various
aspects of users. It is interesting that cross-network information
represents a double-edged sword. On one hand, once the user’s
multiple accounts of different social networks are identified or
mapped, these accounts’ profiles, preferences, and activities can
be collected to benefit personalization, targeting, and recommen-
dation. The latest research pointed out that, the ads delivered by
Google, one of the major ad networks, are personalized based
on both users’ demographic and interest profiles [3]. On the
other hand, the adversary can exploit cross-network aggregation
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to collect the information of various aspects of the target users,
which will incur a serious privacy leakage issue [4]. This issue
can not only exist in traditional social networks but also exist in
new emerging social networks, like vehicular social networks. For
example, Twittermobile car is able to send and receive Twitter
messages, which contain the information including drivers’ status,
vehicle profiles, and real-time traffic notifications; RoadSpeak is
a voice chatting system used by daily driving commuters or a
group of people who are on a commuter bus or train [5]. These
vehicular social-based applications exploit traditional online social
networking services, like Facebook and Twitter, and thus are also
under threat of de-anonymization attack.

In this study, we take an initial step towards investigating
the following two questions: i) How can we design a practical
and effective cross-network aggregation scheme for heterogeneous
social networks? The proposed cross-network aggregation scheme
is expected to link the target user’s various accounts on different
social media platforms and collect the user’s profile in different as-
pects. ii) To what degree the cross-domain aggregations can reveal
the different attributes of a user (e.g. interest, demographics).

One of the fundamental challenges of bridging the different
social identities of the users on different social media is that
the users tend to use varying usernames (screen names) or have
unequal profiles (e.g. fields such as homepage, birthday, etc.) due
to the increasing privacy concerns. The process of identifying
user from a social network (e.g., anonymized network) based
on another social network (e.g., auxiliary network) is called ‘de-
anonymization’. Recently, there is an increasing interest to study
how to ‘de-anonymize’ or ‘re-identify’ users across social net-
works, which mainly falls to the following two categories: profile
based de-anonymization and structured based de-anonymization,
which either suffer from high false positive or assume the social
networks are aligned.

In this study, to answer the above questions, we first present
a Novel Heterogeneous De-anonymization Scheme for heteroge-
neous social networks, which is coined as NHDS. Different from
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any previous works which either focus on profile based or structure
based approach, NHDS aims to integrate the merits of two kinds
of approaches. The motivation is that a real-world attacker is
able to leverage as much information as she can to help de-
anonymize in practice. Since both user profiles and network graph
topology can be collected through web crawlers, platforms’ APIs,
or public datasets, a novel approach that leverages the merits of
these two strategies is expected to achieve a higher performance.
In particular, it firstly leverages the social network structure to
significantly reduce the size of node candidate set. Then, it exploits
user profile matching to further identify the correct mapping nodes
with a high confidence. The seed nodes that act as the anchor
points to align two or more heterogeneous social networks will be
identified automatically.

To further investigate the privacy leakage caused by the cross-
network aggregation, we apply the proposed NHDS algorithm to a
large dataset involving four real-world heterogeneous online social
networks, i.e., Livejournal, Flickr, Last.fm, and Myspace. We
perform the de-anonymization algorithm and measure the privacy
leakage arising from cross-network aggregation. The results are
quite surprising in that, with the proposed de-anonymization al-
gorithm, cross-network aggregations can reveal 39.9% uncovered
attributes of users (e.g. interest, demographics).

To the best of our knowledge, the proposed work is the
first empirical study which evaluates the impact of cross-network
de-anonymization and aggregation on privacy leaking on the
real-world datasets. From the privacy protection perspective, our
study also reveals the potential risks to the community about
user de-anonymization and information aggregation, and calls
for the following research efforts on privacy-preserving personal
recommendation. The major contributions of this paper can be
summarized as follows:

• We propose the Novel Heterogeneous De-anonymization
Scheme to de-anonymize users across heterogeneous so-
cial networks. The proposed scheme jointly exploits pub-
licly available network structure information and user
profile, which is expected to significantly increase the
detection accuracy.

• We conduct extensive experiments on real-world het-
erogeneous social network datasets to demonstrate the
effectiveness of our proposed scheme. The comparative
results show that NHDS achieves high detection accuracy
and maintains a considerable recall compared with the
baseline.

• To understand the consequence of real-world de-
anonymization attack or cross-domain aggregation, we
investigate and quantify the information leakage through
network aggregation based on de-anonymized social net-
works. The results show that 39.9% information is dis-
closed and the de-anonymized ratio (defined in Section.
6.3) is 84%, which raises a serious privacy concern.

The rest of paper is organized as follows. Section II dis-
cusses the related research works. Section III models preliminary
concepts and formulates the problem. The proposed approach is
presented in Section IV. Then, Section V evaluates the results
based on a set of real-world social networks. Section VI investi-
gates consequent privacy leakage via de-anonymization, and VII
concludes this paper.

2 RELATED WORK

2.1 Structure based de-anonymization

De-anonymizing social networks is a hot research topic in recent
years. Structure based de-anonymization works are based on the
assumption that the different social networks of the same group
users should show the similar network topology, which can be
exploited for user identification [6], [7], [8]. The observation
of this kind of approaches is that a user tends to build con-
nections with similar users they are interested in or acquainted
with in different social networks. Narayanan and Shmatikov
performed the de-anonymization attack to large-scale directed
social networks. They designed a de-anonymization algorithm
by identifying some seeds and propagating based on structure
similarity [9]. In [10], Nilizadeh et al. extended Narayanan
and Shmatikov’s attack by proposing a community-enhanced de-
anonymizing scheme of social networks. Then, Lai [11] proposed
to detect communities in social networks via user’s interests and
de-anonymize users in communities. Ji et al. also designed an
Adaptive De-Anonymization framework for the scenario that the
anonymized and auxiliary graphs have partial overlap [12]. Some
papers modeled mobility traces as graphs and presented different
attacks for de-anonymizing using online social networks as side
channel [13], [14]. However, in heterogeneous social networks,
this assumption may not always hold due to the fact that the users
of different social networks may not always be overlapping. The
diversity of usage patterns on different social networks will further
render the inconsistency of the network structures of the different
social networks. In our proposed method, we also exploit semantic
publicly available information, such as user profile, to help de-
anonymize users.

Besides, Ji et al. [15], [16] conducted the comprehensive quan-
tification on the de-anonymizability of 24 real-world social net-
works with seed information in general scenarios. Later, in [17],
a uniform and open-source secure graph data sharing/publishing
system was proposed. Li et al. proposed a graph-based framework
for privacy preserving data publish, which is a systematic abstrac-
tion of existing anonymity approaches and privacy criteria [18].
Qian et al. leveraged background knowledge graph to improve the
de-anonymization performance [19]. But this work mainly focuses
on de-anonymizing a graph anonymized from original graph and
inferring some private attributes. Fu et al. proposed a graph node
similarity measurement in consideration with both graph structure
and descriptive information, and a deanonymization algorithm
based on the measurement [20]. Zhang et al. targeted Twitter users
in a metropolitan area by exploiting the strong geographic locality
within communications on Twitter [42]. In our work, we try to
de-anonymize heterogeneous social networks by considering both
semantic information and structure information, and evaluate the
privacy leakage after de-anonymization.

2.2 Profile based user matching

Public information and semantic information on social media
or social network sites provide the evidence to match users of
different social networks. Iofciu et al. used tags to identify users
across social tagging systems such as Delicious, StumbleUpon
and Flickr [21]. Olga et al. extracted features and developed
supervised machine learning models which can perform entity
matching between two profiles for a user by similar name and de-
anonymizing a user’s identity. [22] Goga et al. identified accounts
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on different social network sites that all belong to the same user by
exploiting only innocuous activity, such as location profiles, timing
profiles, language profiles, that inherently comes with posted
content [23]. Vosecky et al. identified users between Facebook
and StudiVZ by exploiting various profile attributes [24]. Zafarani
et al. [25] conducted an in-depth investigation of this problem by
defining sophisticated features to model the behavior patterns of
users in selecting usernames. Korayem et al. extracted four kinds
of features, i.e. temporal activity similarity features, text simi-
larity features, geographic similarity features, social connection
similarity features, and apply machine learning techniques to find
correct mapping [26]. Wondracek et al. introduced a technique that
narrows down user identity by examining social-network group
membership stolen from browsing history [27]. Zhang et al. [28]
connected social networks users by considering both local and
global consistency among multiple networks, but they treat both
two consistencies as features and train an energy-based learning
model. In [29] and [30], the first privacy-preserving personal
profile matching scheme for mobile social networks was proposed
by Li et al. In this scheme, an initiating user can be identified
from a group of users the one whose profile best matches with
his/her, with limited risk of privacy exposure. Later, two novel
fine-grained private profile matching protocols were designed in
[31], [32]. Different from these works, our proposed approach
uses social structure to narrow down the candidate sets in order to
achieve higher accuracy.

3 MOTIVATION AND MODELING

3.1 Motivation

As introduced above, the Novel Heterogeneous De-anonymization
Scheme (NHDS) integrates both network structure and public
information to de-anonymize social network users. On one hand,
network structure and topology can be leveraged to de-anonymize
social networks users with considerable accuracy as reported
in state-of-the-art [9], [10]. However, this kind of approaches
requires enough overlapping to ensure the accuracy by revisiting
nodes and correcting early false mappings [9], thus can be less
effective when the two networks are heterogeneous and not well
aligned. On the other hand, profile information is useful to identify
a person’s different social networks accounts [24], [26], [42],
but it may also cause many false positives in a large scale de-
anonymization due to the same or similar profile attributes of
different persons (e.g. same or similar nicknames of different
persons). Since a social network contains a huge number of users,
the possibility that different persons have the same or similar
online profiles can be nonnegligible.

The first step of NHDS is that social network structure is
leveraged to significantly reduce the size of node candidate sets.
Then, user profile information is exploited to further identify the
correct mapping nodes. Our motivation of this design is based
on the observation that the graph structures (e.g., community,
neighborhood) of social networks are likely to be similar for the
same user groups [10], [11]. So community and neighborhood
are employed to generate the candidates set and guide mapping
process in a general view. Then in a specific view, a person is
likely to have very similar profiles and generate same evidence on
different social networks. Thus public available profile information
is used to decide node mappings with a high confidence. Before
presenting the scheme, we formulate the graph model, profile

information model, and attack model in remaining part of this
section.

3.2 Graph Structure Modeling

Social network structure is usually represented as a graph, where
each user is a node in the graph, and connections between a pair of
users are represented as edges. Let G = (V,E) represent a social
network graph where V is a set of users andE ⊆ V ×V is a set of
directed/undirected links between users. e(v1, v2) means that v1
and v2 are in friend relationship or follower/followee relationship
where e ∈ E, v1, v2 ∈ V . As the important structures in the social
network graph, neighbor and community are formally defined as
follows:

Definition 1. A neighbor set R of a user vi ∈ V is a set of
users Ri = [vj ]j=1...,∀vj : ∃e(vj , vi), who are directly in friend
relationship or follow relationship with vi. We further define a
function α to form the neighbor set Ri of vi, i.e. α(vi) = Ri.

Definition 2. A community C in a social network graph is a
disjoint partition of vertices in G(V,E). Formally, we denote
communities in a graph as C = {C1, C2, ..., Ck}, where Ci 6= ∅
and Ci ∩ Cj = ∅ if i 6= j for 1 ≤ i, j ≤ k. ∀Ci ∈ C, VCi

⊂ V
and ECi ⊂ VCi × VCi . In this paper, communities are defined by
Infomap algorithm [33], which uses the probability flow of random
walks on a network and decomposes the network into modules by
compressing a description of the probability flow [33].

3.3 Profile Information Modeling

As platforms aiming at attracting attention, boosting self-
presentation, promoting and sustaining social capital, social net-
works must allow part of user profile information to be available
to public. The amount of publicly available profile information on
social networks varies from each other, according to the platform
defined and/or user defined privacy settings. For instance, Twitter
allows users to follow other users without permissions and most
profile are in public, while on Facebook, one user needs to send
request to another for becoming ‘friends’, then the profile becomes
visible. Meanwhile, a Facebook user might/might not choose
to show his/her gender, status, hometown, on this platform. To
exploit profile information across heterogeneous social networks,
we firstly give a uniform definition:

Definition 3. Let Xi = [xik]k=1...d denote a set of attributes
associated with the user vi ∈ V (for instance, username (screen
name), location, self-description, etc), where d is the number of
types of attributes and xik records the content of the kth attribute
of user vi. If a user vi’s jth attribute is not available on the
social network (e.g., a user chooses not to show her hometown on
Twitter), xij = null. Note that a user may have several vectors
modeling different profiles in social networks where he/she has an
account. Common attributes between two vectors will be used to
compute the profile similarity.

Since heterogeneous social network platforms contain dif-
ferent kinds of profile information, and some of them contains
semantic or syntactic meaning, mapping two users’ accounts from
two heterogeneous social networks is similar to an ontology
matching problem. In general, ontology matching determines an
alignment for a pair of ontologies O1 and O2. Each ontology
consists of a set of discrete attributes which are usually represented
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Social Network A

Social Network B

Step 1. Community Detection Step 2. Community Alignment Step 3. In-community Node Mapping
Consequence: Information Aggregation 

after De-anonymization

Username: Isabella 

Gender: female

Location: Australia

Age: 27

Hometown: Melbourne

Username: Isabella 

Gender: female

Location: Sydney

Age: -

Occupation: Singer

Username: paul_elis

Gender: -

Location: Chicago

Age: 18

Hometown: Dallas

Username: P_Elis

Gender: male

Location: Chicago

Age: 17

Occupation: student

  Username: Isabella 

  Gender: female

  Location: Australia

  Age: 27

  Hometown: Melbourne

  Username: Isabella 

  Gender: female

  Location: Sydney

  Age: -

  Occupation: Singer

  Username: Isabella 

  Gender: female

  Location: Sydney, AU

  Age: 27

  Occupation: Singer

  Hometown: Melbourne

Fig. 1: Overview of our scheme

in the form of tables, classes, properties, and determines as output
the relations. In our problem, profile matching can be defined as
follows:

Definition 4. Given two profiles, pA = {x1, ..., xA} and pU =
{x1, ..., xU}. If type(xi) = type(xj) for two attributes xi ∈ pA
and xj ∈ pU , the similarity between the two attributes is defined
as:

sima = matchScore(xi, xj) (1)

Here what the similarity is depends on which attribute is con-
sidered, it can be value similarity for ages or genders, string
similarity for screen names, text similarity for descriptions or
tweets, semantics similarity for locations or hometowns, etc., as
presented in Section 4.4. Then the similarity of profiles is computed
by:

simp =

∑t
r=1 wr(sima)r

t
(2)

where wr is the weight given to attributes, and t is the number of
attribute pairs of the same type between two profiles.

In Section. 4.4, we will show how to match users according to
various profile attributes.

3.4 Attack Model

We assume two heterogeneous social network graphsGA andGU .
GA is denoted as the anonymous network graph and GU is the
auxiliary network graph. Note that the graph here is not necessary
to be the whole graph of a social network, the de-anonymization
attack can be conducted on partial graphs (i.e. subgraphs) collected
by the attacker. That is to say, the attacker is able to obtain a
subgraph G = (V,E) and profile attributes Xi corresponding to
vi ∈ V through published datasets or crawling sites. The goal
of the attacker is to learn more information of the users across
different networks by mapping users in GA to users in GU . To
achieve this goal, the attacker needs to identify user accounts from
two different social networks that belong to a same person in large
scale and with a high confidence. This problem can be formally
defined as follows.

Problem 1. Given (1) two different social network graphs GA =
(VA, EA) and GU = (VU , EU ), (2) sets of attributes Xi and
Xj of vi ∈ VA and vj ∈ VU respectively, finding user mappings

vi ↔ vj , vi ∈ VA, vj ∈ VU that belong to the same real persons
accurately by iteratively computing:

argmax
vi∈Cand.A,vj∈Cand.B

S(Xi, Xj) (3)

where S is a function to compute similarity between Xi and Xj ,
as shown in Equ. 2. Cand.A and Cand.U are two candidate
sets for potential correct mappings generated by community and
neighbor structure in GA and GU , respectively.

4 NOVEL HETEROGENEOUS DE-ANONYMIZATION
SCHEME

In this section, we introduce our proposed Novel Heterogeneous
De-anonymization Scheme (NHDS).

4.1 Scheme Overview
Figure. 1 illustrates our proposed scheme which has three main
steps: (1) Communities Detection: communities in both networks
are detected according to graph structure, (2) Communities Align-
ment: seeds are automatically identified based on profiles, and
communities that contain the same pairs of seeds are aligned, (3)
In-community node mapping: in each pair of aligned communities,
nodes with high similarity score, which is computed by profile
similarity in Equ. 2, is accepted as a mapping, and mapping
process is propagated to the neighbors. Algorithm. 1 presents
the whole procedure, and the details and time complexity are
introduced in the following sub-sections.

Algorithm 1 Algorithm of proposed scheme
Input : GA < VA, EA >, GU < VU , EU >, threshold θ
Output: Mappings of users µ′

//Communities detection
CA =Infomap (GA)
CU =Infomap (GU )

//Communities alignment
µ =SelectSeeds (VA, VB)
CommPairs =AlignCommunities (CA, CU , µ)

//In-community node mapping
µ′ =InCommunityMapping (CommPairs, µ, θ)
return µ′
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4.2 Communities Detection
The goal of first step is to partition social network graphs GA

and GU into two sets of communities CA = {c1, ..., cm} and
CB = {c1, ..., cn}. We devise the communities detection algo-
rithm based on Infomap algorithm [33], which has a low time
complexity, to partition disjoint, non-overlapping communities CA
and CU for two graphs, respectively. In brief, Infomap finds the
shortest multilevel description of the random walker therefore
giving us the best hierarchical clustering of the network - the
optimal number of levels and modular partition at each level - with
respect to the dynamics on the network. So another merit of using
Infomap algorithm is that it generates CA, CU with different scales
at different levels so that we can choose communities with similar
scale for aligning. The algorithm for communities detection and
division is denoted as the Infomap(·) function in Algorithm. 1,
and the time complexity is O(|E|).

4.3 Communities Alignment
For aligning communities Ci ∈ CA and Cj ∈ CU , [10] proposes
to treat each community as a node in a graph, then propagate
the communities mapping process from some ‘community seeds’
using an improved version of [9]. However, in practice, we find
that communities can be more easily aligned given the publicly
available profile information. We choose the username (or screen
name) to identify seeds for two reasons. Firstly, the username
(screen name) must be available on every social network’s website,
so the attacker has enough chances to obtain or crawl them.
Secondly, as shown in [9], [26], the possibility that two accounts
with the same usernames (screen names) do not belong to a user
is less that 5%. Thus we design the following algorithm, which
aligns CA and CU according to the number of same usernames in
communities according to the algorithm described as the following
two steps.

1) The first step is to find all user pairs with same user-
names µ = {..., (ui, uj)k, ...} where ui ∈ VA and
uj ∈ VU . Greedy searching will cause a high com-
plexity of O(|VA||VU |). Instead, this process can be
implemented by a hash table so that the time complexity
can be reduced to O(|VA| + |VU |). This procedure is
denoted as SelectSeeds(·) function in Algorithm. 1.

2) In the second step, an initial confidence score csi,j (that
indicates whether two communities should be aligned) for
each pair of communities (Ci, Cj), where Ci ∈ CA, 1 ≤
i ≤ m,Cj ∈ CU , 1 ≤ j ≤ n, is set as 0. For each pair
(up, uq) ∈ µ, csi,j is added by one, given up ∈ Ci and
uq ∈ Cj . Then, all confidence scores cs for communities
pairs are examined, if csi,j exceeds a threshold θcs, Ci

and Cj are aligned. The time complexity of this step is
O(|µ|) < O(|VA|+ |VU |). This procedure is denoted as
AlignCommunities(·) function in Algorithm. 1.

The overall complexity of communities alignment algorithm is
O(|VA|+ |VU |), as described above. Our overall evaluations show
that our communities division and alignment only slightly reduce
the recall rate.

4.4 In-community Node Mapping
Algorithm. 2 describes our in-community node mapping algo-
rithm. Within each pair of aligned communities, a propagating

and mapping algorithm (in Propagation(·)) is performed lo-
cally. This algorithm takes two graphs of communities Gc1 =
(Vc1, Ec1), Gc1 = (Vc2, Ec2) and the set of seeds in these
communities µc1,c2 selected in the previous step as input. It
iteratively finds new mappings in the neighbor sets of seeds in
µc1,c2, and extends mapping process based on graph structure. At
each iteration, the algorithm computes similarity scores within
two neighbor sets Ru = α(u) and Rv = α(v), which are
generated by two already mapped users u and v. It picks a user
ru in Ru and computes similarity score with users in Rv and find
out a rv with the highest score. The similarity score is computed
by the MatchScore(·) function in Algorithm. 2, which will be
discussed later. If the score exceeds a pre-defined threshold θ, ru
and rv are accepted as a successful mapping. If an already mapped
node is mapped to another node with a higher similarity score, the
previous mapping is replaced by the new mapping with higher
score. The process is halted if no new mapping is explored, and
unvisited nodes in propagation process of both communities are
gathered to compare to find remaining mappings. The time com-
plexity of propagation is O(min{|Vc1|, |Vc2|}dc1dc2}), where
dc1 and dc2 are bounds on the degree of the nodes in Vc1 and Vc2,
respectively.

Algorithm 2 Algorithm of the InCommunityMapping(·)
Input : community pairs CommPairs,seeds µ,threshold θ
Output: µ′ with more mappings of users

for (Ca, Cu)j ∈ CommPairs do
µj = Propagation (Ca, Cu)

end
return µ′ =

⋃
j=1,...,len(CommPairs) µj

Procedure Propagation(R1, R2)
µj ⊂ µ //the seeds set of (Ca, Cu)j
while exists < v1, v2 >∈ µj is unvisited do

R1 = α(v1), R2 = α(v2)
for r1 in R1 do

for ri in R2 do
scores[r1].add(MatchScore (r1,ri))

end
if MAX(scores[r1]) > θ then

rmax = user with MAX(scores[r1])
add < r1, rmax > into µj and mark unvisited

end
end
Mark < v1, v2 > visited

end
return µj

To compute the similarity score between two users (nodes),
profile matching are exploited. Due to the variety of profile
attributes, MatchScore(·) implements an “if-then” rule to com-
pute similarity scores of different kinds of profile attributes in
different methods. After that, an overall similarity score of the
two users is given by assigning weights empirically to score of
different attributes as the form of Equ. 2. Different techniques
are leveraged to compute similarity score of different kinds of
attributes.

4.4.1 Value Matching
Direct value matching can be used to match non-string literal
attributes, such as gender, birth date, and personal website (or
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link). This kind of attributes usually have fixed formats on social
networks, which indicates high confidence of rejecting (if genders
of two users are different) or accepting (if birth date or personal
websites of two users are same) a potential mapping.

4.4.2 Syntactic Matching
Syntactic matching is applied to attributes that are usually shown
as strings (e.g. username and person name). These attributes on
different social networks often have editing differences, such as
difference among “Jones, David”, “David Jones”, and “D. Jones”.
So string matching metric can be used for syntactically matching
these attributes. In order to avoid the influence of abbreviation
or acronym, Monge-Elkan algorithm, a recursive string matching
algorithm, is applied [34]. The basic idea of this method is to
break input string into tokens. Then the best matching token are
compared to get the score as follows.

MongeElkan(A,B) =
1

|A|

i=1∑
|A|

max{dist(Ai, Bj)}|B|j=1 (4)

where A and B are two strings, and dist() refers to a secondary
distance function used to compute similarity between tokens of
A and B. In a lot of functions computing edit-distance, Jaro-
Winkler similarity is chosen as the secondary distance function
in our problem, due to its remarkable performance in previous
research on name-matching tasks [35]. Monge-Elkan algorithm
returns 1 if two string are fully matched or one abbreviates the
other; return 0 is there is no match between the two strings.

4.4.3 Keywords Matching
Keywords matching is a tool to handle attributes that are in the
form of texts (e.g. self-description of users or ‘aboutme’). Since
the contents a person posts and the words the person uses are likely
to be similar, the similarity of texts, which is usually measured by
some keyword-based matching methods, are used to determine
whether two texts come from a same person. Given two texts, we
first compute TF-IDF weights, which normalize each word count
by the number of people that used it (in the comparison set, say,
neighbour set R mentioned above), to get two weights vectors
d and e, respectively. Then we compute the cosine similarity
between d and e as the text similarity score:

Cosine(d, e) =
d · e

‖ d ‖‖ e ‖
=

∑
i=1 diei√∑

i=1 d
2
i

√∑
i=1 e

2
i

(5)

4.4.4 Semantic Matching
Previous three matching methodologies are based on similarity of
string or text. However, some of attributes, such as locations and
hometown, might be semantically equal when the term or words
are totally different. For example, location attribute on Flickr
is referred as the country where a user is, where the location
attribute on Myspace can be filled in freely by the user. So a
user who lives in Michigan State of America might have location
of “America” on Flickr and “Michigan” on Myspace. If we only
consider string similarity, “America” and “Michigan” have a large
edit distance, and might be considered to be from different users
literally. But they are semantically related and possible to be from
the same user. In order to solve this problem, we use GeoNames
database [36] to check whether two locations are semantically
related. If they are actually a same location, we give a high score;

if they are in inclusion relationship (say, a city in a state or a state
in a country), a medium score is given; if they are two independent
locations, a low score s assigned.

With these four methods for computing similarity of attributes,
MatchScore(·) is able to compute the similarity score of users,
and return it to Propagation(·).

5 EVALUATIONS OF PROPOSED SCHEME

In this section, we evaluate our proposed NHDS scheme by
conducting experiments on a set of real-world social networks
data.

5.1 Datasets

The datasets of four real-world heterogeneous online social net-
works, i.e., Livejournal, Flickr, Last.fm, and Myspace, are ob-
tained from [28]. The datasets include node information, edge
information, and profile information of a subset of users of these
social networks.

• LiveJournal is a social networking site and blogging plat-
form that allows users to find each other through journal-
ing and interest-based communities. The dataset consists
of 3,017,286 users and 19,360,690 friend relationship.

• Flickr is an image hosting online community for sharing,
storing, and organizing photos. The dataset consists of
215,495 users and 9,114,557 friend relationship.

• Last.fm is the world’s largest online music catalogue and
has been recognized as a popular social network for music
enthusiasts. Last.fm builds detailed profiles of users’ musi-
cal tastes and preferences. The dataset consists of 136,420
users and 1,685,524 friend relationship.

• MySpace is a social networking website offering an in-
teractive, user-submitted network of friends, personal pro-
files, blogs, groups, photos, music, and videos. The dataset
consists of 854,498 individuals and 6,489,736 friend rela-
tionship.

We build undirected social network graphs according to
‘friend’ or ‘follow’ relationship in these social networks. The
statistics of the graphs are shown in Table. 1. These social
networks not only provide different services and have different
utility, but also have different graph properties. For example,
Flickr has an average degree of 85.59 while the average degree of
Livejournal is only 15.19. The heterogeneous structure increases
the difficulty of de-anonymization.

In order to evaluate the results, we obtain the ground truth data
from [28], [37], which contain pair-wise matched user id of two
social networks. The data were originally collected by Perito el. al
[37] through Google Profiles service by allowing users to integrate
different social network services.

TABLE 1: Statistics of social networks
Network Nodes Edges Av. Degree

Livejournal 3,017,286 19,360,690 12.83
Flickr 215,495 9,114,557 85.59

Last.fm 136,420 1,685,524 24.71
Myspace 854,498 6,489,736 15.19
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Fig. 2: Performance comparisons between profile-based matching and proposed NHDS

5.2 Experiments
Since our scheme is a combination of graph structure and publicly
available profile information, we evaluate the results by comparing
our approach with approaches that only exploit profile infor-
mation, and approaches that are only based on graph structure,
respectively. To quantitatively evaluate the algorithm, we consider
the two widely-used metrics:

• Precision: In all mappings returned by the de-
anonymization algorithm, the percentage of correct map-
ping. Since our goal is to find out correct mappings rather
than find out incorrect mappings, the concept of precision
here is same as the concept of accuracy.

• Recall: The percentage of correct mapping retrieved by
algorithm in all mappings in ground truth.

The codes of experiments are written in Python and the
programs are ran on a server with Intel R© Xeon R© 2.4GHz 14-
core CPU and 64GB memory.

5.2.1 Evaluations of NHDS
As introduced above, the θcs and θ are the only two setting
parameters of our scheme, so we set θcs = 1 and vary θ to evaluate
the results in the following parts. Due to the users’ awareness of
privacy protection and social networks’ privacy settings, few com-
mon profile attributes are available for all users across multiple
social network graphs. In order to evaluate our proposed NHDS
scheme, we select username (screen name), which is widely
available for all users of all social networks in our datasets, as
profile information, and perform overall evaluations firstly. Then,
comparative experiments by considering limited graph structures
and more profile attributes are conducted on part of users to
show that the performance under different situation. The direct
profile-based matching represented by [24], i.e. computing profile
similarity between each user in one social network and all users
in the other social network and find the most similar one, is used
as the baseline.

Fig. 2 shows how our NHDS scheme outperforms the profile-
based matching by tuning threshold θ. The precision of our
approach is obviously higher than the baseline by slightly sac-
rificing the recall. It reflects that graph structures (commu-
nity/neighborhood) are useful to filter incorrect matchings, thus
increasing the precision. As introduced in Section 4.4, the thresh-
old θ is a similarity criterion that accepts a pair of nodes as a
mapping in our algorithm, i.e. if the similarity score between two
nodes exceeds the theta, the two nodes are accepted as a potential
mapping. So, the higher θ is set, the more similar the accepted
nodes are, and thus fewer potential mappings will be returned.
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Fig. 3: Performance after randomly removing edges. In the legend,
for instances, “90% edges” means 90% edges are remaining in the

graph, which also means 10% edges are removed

So θ actually reflects the trade-off between precision and recall.
An attacker can choose θ according to his/her requirement of this
trade-off in practice. When the threshold is set to 0.9, the precision
of matching users can be more than 90% with a recall of 40% for
Flickr-Lastfm and Livejournal-Lastfm. The results show that large
scale accurate de-anonymization can be performed.

Impacts of Graph Structure. Sometimes it is difficult to
access a full view of a social network graph due to access
limitations and privacy policies. Especially from the attacker’s
perspective, data that the attacker can collect are usually processed
data where proper noise has been added. So it is interesting to
investigate whether the attack is still feasible when limiting an
attacker to a restricted view on the graph. We simulate different
portions of graph to be analyzed by randomly removing different
percentages (i.e., 10%, 20%, 30%, 40%, and 50%) of edges from
original data. As shown in Fig. 3, removing certain portions (e.g.,
10%-40%) of edges will not obviously decrease the precision.
After removing 50% of edges, precision noticeably drops because
the graph structure is significantly affected and cannot act as the
guide to reduce false positive. Meanwhile, the recall is almost not
affected. These results show that, though randomly removing of
edges disturbs the graph structure, the attacker is still likely to
leverage profile attributes to precisely identify correct mappings.
The comparison between graph based approach and our approach
in Section 5.2.2 also shows involving profile attributes can help
identify mappings when graph structure is not well aligned.

Impacts of Multiple Profile Attributes. Then, we consider
more profile attributes, including username, nickname, status,
gender, location, and aboutme, to de-anonymize users between
Flickr and Myspace, because the two social networks have the
most available common profile attributes. We set the weights
as w(username) = 0.2, w(nickname) = 0.2, w(status) =
0.1, w(location) = 0.2, w(gender) = 0.2, w(aboutme) =
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Fig. 4: Comparison of multi-profiles and username matching

0.1 and compute similarity scores as proposed in Section 4.4. The
performance is compared with the scenario that only username is
used to calculate similarity scores. Fig. 4 shows that when more
profile attributes are considered between Flickr and Myspace, the
precision is improved when the recall is kept the same. Similar
conclusions can also be drawn on other social networks. For
instances, 46% precision by considering name, location, links,
aboutme v.s. 40% precision by considering username only when
recall are both 29% for de-anonymization between Livejournal
and Lastfm.

5.2.2 Comparisons with profile-based approaches
Previous studies exploit various user profile information to connect
individuals between social networks, including usernames [24],
tags [21], activities [23], group membership [27], and multiple
kinds of profile attributes [25], [26], [28], [39], [41]. In order to
reflect properties of our approach, NHDS is further compared with
some existing profile-based approaches, including direct profile
matching [24], MNA [39], SiGMa [41], and COSNET [28]. Fig. 6
shows the precision and recall of these approaches for instances.
We can clearly observe that the precision and the recall is always
a trade-off. This is because, if targeting at a higher precision, an
algorithm must have strict criteria of identifying a mapping to
ensure its correctness, thus resulting in lower recall; if targeting at
a higher recall, i.e., more mappings are returned, the algorithm has
to loose criteria to accept more possible mappings, as well as more
potential false positive. Compared with other algorithms, NHDS
provides the highest precision though sacrificing the recall. We
believe that given a low precision, the high recall is nonsense - the
attacker still cannot be confident about whether obtained mappings
are correct. So our approach has its benefits for providing the most
accurate result.
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Fig. 6: Comparisons of profile based approaches

5.2.3 Comparisons with graph-based approaches
As mentioned above, numerous graph-based de-anonymizing al-
gorithms have been proposed. However, only a few of them are

suitable to real-world heterogeneous social networks for various
reasons. Some techniques are constrained by their restrict require-
ments of social networks of the same size (or same number of
nodes) [6], [8], sybil users [38] or high computation capability for
large scale networks [13], while others have only been evaluated
between noisy graph and its original graph [10], [12], [19]. For
reference, we test the well-known graph-based NS algorithm
proposed by Narayanan and Shmatikov [9] and percolation-based
de-anonymization algorithm [39] using the open-source evaluation
system proposed in [17]. As a result, only few correct mappings
are reported by the two previous algorithms on the heterogeneous
social network datasets feeding more than 100 seeds. One possible
reason of the unsatisfactory performance is pure graph-based
approaches require enough overlaps of the network graphs to
propagate and correct false mappings at the beginning of the
mapping [9]. But it is usually difficult to obtain datasets with ideal
overlaps from two heterogeneous social networks, which limits the
performance of graph-based approaches in practice. According to
[9], 30.8% of the mappings were re-identified correctly between
a Twitter dataset (Av. degree of 37.7) and a Flickr dataset (Av.
degree of 32.2), which is far away from our results on more het-
erogeneous networks datasets. The results show that introducing
profile attributes of nodes obviously increases the successful rate
of de-anonymizing.

6 REAL-WORLD PRIVACY LEAKAGE EVALUATION

We have shown that our approach is able to de-anonymize users
accurately in a large scale. As shown in the last step in Figure.
1, aggregated profiles from de-anonymization reveal more privacy
of the user. To understand the severity of de-anonymization attack
and provide reference of social network privacy protection, it is
worth to investigate to what extent the user’s privacy will be ex-
posed. To quantify the user privacy leakage after de-anonymizing,
we retrieve de-anonymized users returned by our approach as
described in Section. 5.2.1 (θ = 0.9), and quantify real-world
information leakage through de-anonymization.

6.1 Profile appearance on different social networks
Through the profile aggregation of accounts from different social
networks, more previously unknown information of the same
person can be obtained. For the ease of presentation, we firstly
introduce and define two types of the previously unknown infor-
mation which can be gained after aggregation as follows.

6.1.1 Platform preserved information
Different social networks contain different profile information,
which can be exposed in public, according to the platform settings
and utility. Fig. 5 illustrates an example of user profile setting
pages of Flickr and Lastfm, where users can choose to fill in
this page to demonstrate their profiles to the public. We can see
that the Flickr allows users to show more profile information,
including the singleness, occupation, hometown, current city, than
Lastfm, as highlighted in red in Fig. 5(a). As a result, these profile
information can be exposed through Flickr, while being preserved
by Lastfm.

Similarly, Table. 2 lists profile attributes revealed on social
networks contained in our datasets. For example, Filckr provides
users’ gender and location on the platforms, while gender and
occupation of users are available in Myspace. Also for the location
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(a) Flickr’s profile setting page (b) Lastfm’s profile setting page

Fig. 5: An example to illustrate platform preserved information

TABLE 2: User profile revealed on social networks
gender age links status interests location hometown education occupation aboutme orientation, income, etc.

Livejournal
√ √ √ √ √

Flickr
√ √ √ √ √ √ √

Lastfm
√ √ √ √ √

Myspace
√ √ √ √ √ √ √ √ √ √

information in Flickr and occupation information in Myspace,
only one of the two platforms contains this information, while
the other one preserves it. So, we denote this kind of informa-
tion as platform preserved information. Given pairs of users de-
anonymized between two social networks, the attackers might
know more kinds of profile attributes of users, say the loca-
tion information of Myspace users or occupation information of
Flickr users. The aggregations of platform preserved information
is coined as platform preserved information aggregation, which
aggregate attributes that one platform is preserved through de-
anonymizing from another platform.

6.1.2 User preserved information
On the other hand, though two social networks contain common
profile information settings (e.g., the gender information appeared
on Flickr and Myspace in our example), some profile information
can still be preserved from the public by the users. That’s because
a person may choose not to fill in and show all his/her profile
information online. Fig. 7 shows online profiles of two real-
world Flickr users (important information is blurred in order to
preserve users’ privacy). Compared with the user B, the user A
chooses to show his/her contact email, hometown, and current
city to public while hides his/her occupation. We denote this kind
of information as user preserved information. The attackers may
have the chances to uncover information that the users preserved
on a social network through de-anonymizing and aggregation.
For example, the attacker can still collect the Flickr user A’s
occupation from Myspace or the user B’s address from other social
networks. We call it as User preserved profile uncovering.

In summary, the platform preserved information is the in-
formation that attackers can not obtain from this social network
platform but can be collected from other social networks, due
to the platform settings. And the user preserved information is

(a) Flickr profile of user A (b) Flickr profile of user B

Fig. 7: An example to illustrate user preserved information

the information that users choose not to show on the platform
though they have the options to show. We will quantify these two
information leakage in the following parts.

6.2 Platform preserved information aggregation
Firstly, we evaluate the information leakage from platform pre-
served profile aggregation, i.e., aggregation of different kinds of
attributes between two social networks. We compute the percent-
age of attributes exposure of de-anonymized users from two het-
erogeneous social networks. Table. 3 shows the attributes that are
available on one platform but not available on the other platform,
due to the platform settings, and corresponding exposed ratio. The
exposed ratio of an attribute is calculated by the percentage of
users who show this attribute online within all the de-anonymized
users. From Table. 3, we can observe various personal information,
e.g., orientation, income, ethnicity, are possible to be exposed from
Myspace, while almost half users in Flickr reveal their locations
and occupation. So the attackers are possible to obtain more
complete user profiles and their locations after de-anonymizing.
Similarly, a de-anonymized Livejournal user’s gender and age are
likely to be collected through its matched Lastfm account. So
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de-anonymization across heterogeneous social networks makes
it possible to learn users information from more aspects, and
construct the more comprehensive profiles of users.

TABLE 3: Platform preserved information leakage
De-anonymization Source Attributes Exposed Ratio

Flickr-
Myspace

Flickr occupation 45.52%
location 51.36%

age 49.89%
interests 25.27%

orientation 21.09%
bodytype 15.60%
ethnicity 17.14%

Myspace religion 22.41%
children 19.56%

smokedrink 16.70%
education 18.90%
occupation 20.87%

income 5.71%
schools 28.13%

Livejournal-
Lastfm

Livejournal

email 3.86%
schools 36.48%
interests 62.66%
birthdate 74.24%

Lastfm age 79.16%
gender 100.00%

6.3 User preserved information uncovering
Then, we evaluate the information leakage of uncovering user
preserved attributes - attributes that are available on the settings
of both two social networks but users might not fill in on both
sites. For the convenience of explanation, we first denote some
concepts. A common attribute that is possible to be shown on two
platforms can be classified into three types according to the users’
settings:

• Known attribute means the attribute that users show on
both platforms. So the attackers have already known the
attribute of the users without de-anonymization from an
auxiliary network.

• Unknown attribute means the attribute that users did not
show on both platforms. So the attackers can not obtain
the attribute even though two accounts are matched.

• De-anonymized attribute means attribute that users show
on one site but not on the other. So the attacker can collect
the attribute of users through de-anonymizing.

For example, as shown in Table. 2, both Flickr and Myspace
provide settings of gender, hometown, and occupation to users. If
a user has his gender on the both platforms, shows hometown on
Flickr but not on Myspace, and doesn’t show occupation on both
sites, gender is a known attribute, hometown is a de-anonymized
attribute, and occupation is a unknown attribute, as defined above.

Then, in order to evaluate how many users’ attributes can
be obtained after de-anonymization, we further define different
portions of users for a specific attribute:

• Known portion means percentage of users who show the
attribute on both platforms.

• Unknown portion means percentage of users who did not
show the attribute on both platforms.

• De-anonymized portion means percentage of users who
show the attribute on one platform but not on the other.

Fig. 8 shows the comparison of de-anonymized portions and
known portions of attributes in different set of de-anonymization

experiments (Livejournal-Lastfm, Livejournal-Myspace, Flickr-
Myspace, Lastfm-Myspace from top group of bars to bottom
group of bars). Some attributes, such as links, hometown, interests,
contain high de-anonymized portions, which exceed 45%. And
the average percentage of de-anonymized portion (Equation. 6),
which represents the information gained from de-anonymization,
is 39.9%. It indicates notable information leakage through de-
anonymization.

Info Gain =
de-anonymized portion+ known portion

known portion
− 1

(6)
Furthermore, we evaluate how much previously invisible infor-

mation the attackers can obtain from the de-anonymization attack.
Since the known portion of attribute is already visible for the
attacker, we define the de-anonymized ratio as:

Radio =
de-anonymized portion

1− known portion

=
de-anonymized portion

de-anonymized protion+ unknown portion

(7)

Fig. 9 shows the de-anonymized ratio of attributes in different
de-anonymization experiments (Livejournal-Lastfm, Livejournal-
Myspace, Flickr-Myspace, Lastfm-Myspace from top group of
bars to bottom group of bars). The average ratio is up to 0.84. The
result shows that the attackers can obtain a great portion of previ-
ously unknown profile information through de-anonymization.

Our quantified evaluation shows that the privacy leakage
through de-anonymization attack across real-world social net-
works is severe. Privacy preserving strategies and mechanisms for
both protecting privacy of users and maintaining social network
utility are still open research problem.

7 CONCLUSION

In this paper, we propose a practical Novel Heterogeneous De-
anonymization Scheme (NHDS) for de-anonymizing real-world
heterogeneous social networks, and evaluate and quantify the
following privacy leakage. NHDS is a de-anonymizing scheme
that exploits the network graph structure to significantly reduce the
size of candidate set, and use user profile information to identify
users with a high confidence. The performance evaluations of
NHDS based on a dataset of four real-world social networks show
that it achieves a high precision with a slight sacrifice of recall.
We further quantify privacy leakage through de-anonymization.
Evaluations show that notable portions of user information is
disclosed. Privacy preserving in social networks is still an open
challenge.
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